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 File: Censor.wf1
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 Hrs - wife working hours per year

 Edu - years of education of wife

 Age – age of person in years

 Kid1 - number of children aged 0 to 5
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 Suppose that we wish to estimate the model:

where hours worked (HRS) is left censored at 
zero

0 1 2 3 1t t t t tHrs Age Edu Kid        
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 Left edit field: 0

 Right edit field: [blank]

 Left edit field: [blank]

 Right edit field: 20000

 Left edit field: 10000

 Right edit field: 20000

 Left edit field: lowinc

 Right edit field: vcens1+10
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 This situation often occurs with data where 
censoring is indicated with a zero-one dummy 
variable, but no additional information is 
provided about potential censoring points.

 Simply select the Field is zero/one indicator of 
censoring option in the estimation dialog, and 
enter the series expression for the censoring 
indicator(s) in the appropriate edit field(s). 

 Left edit field: [blank]

 Right edit field: rcens
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 EViews reports an additional coefficient 
named SCALE, which is the estimated scale 
factor σ. This scale factor may be used to 
estimate the standard deviation of the 
residual, using the known variance of the 
assumed distribution.
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To forecast the 
expected latent 
variable, click on 
Index - Expected 
latent variable.

To forecast the 
expected observed 
dependent variable, 
you should select 
Expected dependent 
variable.
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 EViews does not, by default, provide you with the 
usual likelihood ratio test of the overall 
significance for the tobit and other censored 
regression models. 

 We can use the built-in coefficient testing 
procedures to test the exclusion of all of the 
explanatory variables. Select the redundant 
variables test and enter the names of all of the 
explanatory variables you wish to exclude. 
EViews will compute the appropriate likelihood 
ratio test statistic and the p-value associated 
with the statistic.
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 To take an example, suppose we wish to test 
whether the variables contribute to the fit of 
the model. Select View/Coefficient 
Diagnostics/Redundant Variables -
Likelihood Ratio… and enter all of the 
explanatory variables:

c(2)=c(3)=c(4)=0
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The reported 
statistic is 179.86, 
with a p-value of 
less than 0.00001.
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Estimation of a truncated regression model follows the same 
steps as estimating a censored regression:
 Select Quick/Estimate Equation… from the main menu, 

and in the Equation Specification dialog, select the 
CENSORED estimation method. The censored and 
truncated regression dialog will appear. 

 Enter the name of the truncated dependent variable and 
the list of the regressors or provide explicit expression for 
the equation in the Equation Specification field, and select 
one of the three distributions for the error term.  

 Indicate that you wish to estimate the truncated model by 
checking the Truncated sample option. 

 Specify the truncation points of the dependent variable by 
entering the appropriate expressions in the two edit fields. 
If you leave an edit field blank, EViews will assume that 
there is no truncation along that dimension. 
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 Truncated estimation is only available for models 
where the truncation points are known, since the 
likelihood function is not otherwise defined. If you 
attempt to specify your truncation points by index, 
EViews will issue an error message indicating that 
this selection is not available.

 EViews will issue an error message if any values of 
the dependent variable are outside the truncation 
points. Furthermore, EViews will automatically 
exclude any observations that are exactly equal to a 
truncation point. Thus, if you specify zero as the 
lower truncation limit, EViews will issue an error 
message if any observations are less than zero, and 
will exclude any observations where the dependent 
variable exactly equals zero.
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 The wage equation is given by

where EXPER is a measure of each woman’s experience, 
EDUC is her level of education, and CITY is a dummy 
variable for whether she lives in a city or not.

 The selection equation is given by:

where LFP is a binary variable taking a value of 1 if the 
woman is in the labor force, and 0 otherwise, AGE is 
her age, FAMINC is the level of household income not 
earned by the woman, and KIDS is a dummy variable 
for whether she has children.

2

0 1 2 3 4t t t t t twage Exper Exper Educ City          

2

0 1 2 3 4 5t t t t t t tLFP Age Age Faminic Educ Kids u           

www.andriystav.cc.ua



 File: heckit.wf1

 In this data, the wage data are in the series WW, 
experience is AX, education is in WE, the city 
dummy is CIT, labor force participation is LFP, 
age is WA, and family income is FAMINC. There is 
no kids dummy variable, but there are two 
variables containing the number of children 
below K6 education (KL6), and the number of 
kids between K6 education and 18 (K618). We 
can create the dummy variable simply by testing 
whether the sum of those two variables is greater 
than 0.
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